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Co-founder, Instagram

Previously: UX & Front-end |
@ Meebo

Stanford HCI BS/MS
@mikeyk on everything




oug!
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communicating and
sharng I the real worlo
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10:35 AM

n’ robinmay 3h

247 likes
robinmay Union Station. All mine.
view all 51 comments
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ar ATET = 10:35 AM

Following News

braynelson liked 7 photos.

edroste left a comment on
ernandaputra's photo:

' zachbulick and brenton_clarke liked
wahldesign's photo.
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SO+ Millon users 1N 1ess
than 2 years




at 1S neart, Postares-
anven




a gimpse at now a
startup with a small eng
team scaled with PG




a oret tangent




the beginning
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/' Droauct guys




NO real Dack-end
OXOENeNnce




(\you should have seen
My Tirst tme 1Inaing my
way around psal




anaiviics & python @
MEesnO




ouch

\ N\




Crnme

)EesK S
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9:41 AM

| CRIME DESK

SAN FRANCISCO

AT

-~

Near Me >

‘g At an Address >

A
:
:

=]
.

By Neighborhood >

v Around Me




X
cany m

-,

—edis

O
e
cac

m

\Vie




.but were nosted on a
single macnine
someaewnere N LA
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©3S powertul than my
\/[ACB0O0K Fro




okay, we launched.
now what?




2OK SIgNUPS 1N the Tirst
aay




cverytning 1s on 1re




nest & worst day of our
IVES SO far




0ad was througn the
[O0T




friday rolls around




Not slowing aown




ets move 10

—U2.




wie- und koffeinholtiges

Boleatroek, Koh,’enx.rrehokig.
3 basa de laurine of
Boisson QOZ(‘TF ea.

it
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-G upgrade to 9.0
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scalng = replacing al
components of a car
wnile arving 1t at
100mMpPnN




fnis Is the story of Now
our usage of P has
avolved




Phase 1: Al ORIV, 4l
ne time




why pg” at first, postais




/manage.py syncdo




O

=V made 1t too easy to

NOt really tThink througn

ornmary Keys




oretty good Tor getting off
the grouno




\edia.objects.get(pk = 4




rst version of our 1ee
(ore-launcn)




friends =
Relationships.objects. filter(source_use

I = user)

recent_photos =
Media.objects. filter(user_id__in =

friends).order_by( ‘-pk’ ) [0:20]




man eed at launcn




Redis:
// user 33 posts
friends = SMEMBERS followers: 33
for user 1n friends:
LPUSH feed:<user 1d> <media_1id>

// for reading
LRANGE feed:4 0 20



feed:4
feed:4
feed:4
feed:4

canonical gdata: PG
feeds/lists/sets: Redis
Opject cacne: memcacne




DOSt-launcn




Movea ap 1o s own
macning




at tme, largest tavle:
ONOtO Metadata




‘an master-slave from the
oeginning, wWith
Streaming replication




DACKUPS: stop the
eplica, xis_freeze drnves
and take EB85 snapshot




AWS tradeoft




3 eany proolems we Nit
with PG




1 on, that setting was
the problem?’/




work mem




shared buffers




cost_delay




2 Ljango-speciic
<|dle In transaction>




3 connection pooling




8
US
e

-G

Uncer
=0




somewnere N tis crazy
couple of montns
Christophe to the rescue




ONotos kept growing ano
growing. .




.and only 68GE of
SAM oN DIggest
machine In =C72




SO wWhat Now'




Phase 2: \/ariica
“artitioning




django do routers make
T pretty easy




def db_for_read(self, model):
1f app_label == 'photos':
return 'photodb’




..ONce you untangie al
VOUr Toreign key
elationsnips




all of those user/user_Io
Ntercnangeable calls orte
VOU NOW)




olenty of tme spent In
-“(GFouine




ead slaves (Using
streaming replicas) whers
we need 1o reducs
contention




a few montns later. ..




onhotosdo > 60G




orecipitated py Deing on

cloud haraware, put likely

{0 have nit Imit eventually
aither way




what Now'/




Norizontal partitioning




Phase 3: sharding




‘surely we'll have nirec
someone experenced
petore we actualy need
{0 shard’




.never true apout
scalng




1 choosing a methoo
Y adapting the application
3 expanding capacity




cvaluated solutions




at the tme, none were
U 10 task of being our
ornmary Do




NOSQL alternatives




oKYDE'S sharding proxy




Sange/date-nased
Dartitioning




aia 1N

—ostares ftself




reqguirements




T low operational & code
cCoMplexity




Y 6asy expanding of
capacity




3 1ow perormance
mpact on application




schema-nasea logical
sharding




many many many
(thousands) of logical
SNaras




that map to tewer
onysical ones




// 8 logical shards on 2 machines

user_1d % 8

logical shard

logical shards -> physical shard map

{

~
~

~

oo @ > >

~

oo @™ > >

OB NS
Ol W~
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// 8 logical shards on 2 4 machines

user_1d % 8

logical shard

logical shards -> physical shard map

{

~
~

~

O U Q >

~

O T Q >

O BN
< 01w =
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schemas




Al that puolic stur I'd
Deen glossing over for 2
\Vears




— database:
— schema:

— table:
— columns
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SpPUN UP set of macnines




Using faoric, created
fhousands Of schemas




macn

1NeA:

shardd

photos_by_user

shardil

photos_by_user

shard?

photos_by_user

sharda3

photos_by_user

machineB:

shard4
photos_by_user

sharddS
photos_by_user

shardob
photos_by_user

shard’
photos_by_user
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[fabric or similar paralle
fask executor I1s
cssential




application-side 1ogic




= 1}

SHARD_TO_DB

QO OO0 H 1 <
1 I O R R R O O
O - N O < 10 O M~
M MmMMOMMMMMm
alalalalalalala
I 1 1 1 1| | _
O O O OO O O O o
T_ T_ T_ T_ T_ T_TT_
N OO NONO NN
XY ¥ @ ¥ ¥ ¥ ¥
LT A A A AT <
A 1 1 1 L 1L 1L _L
N N NN NN NN

Monday,



Nstead of

Django O

=V,

wrote really simple o
aostraction layer




select/update/insert/
delats




select(fields, table_name,
shard _key, where_statement,
where_parameters)




select(fields, table_name,
shard_key, where_statement,
where_parameters)

shard_key % num_logical_shards
shard_id




N MOSt cases, user 10
for Us




custom Django test
unner to create/tear-
down sharaed DsS




MOost gueres INvolve
VISINg nandiul Of shards
over one or two
macnines




T MappiNg across snaras
on single DB, UNION
ALL 10 aggregate




clents to liorary pass in
(shard_key, 1d),
(shard_key.Id)) etc




jorary maps sub-selects
{0 eacn shara, and eacn
macnine




narallel execution! (per-
mnachine, at least)




-> Append (cost=0.00..973.72 rows=100 width=12) (actual
time=0.200..160.035 rows=30 loops=1)

—> Limit (cost=0.00..806.24 rows=30 width=12) (actual
time=0.288..159.913 rows=14 loops=1)

—> Index Scan Backward using index on table
(cost=0.00..18651 .04 rows=694 width=12) (actual time=0.286..159.885
rows=14 loops=1)

—> Limit (cost=0.00..71.15 rows=30 width=12) (actual
time=0.015..0.018 rows=1 loops=1)

—> Index Scan using index on table (cost=0.00..101.99 rows=43
width=12) (actual time=0.013..0.014 rows=1 loops=1)

(etec)
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aventually, would e nice
{0 paralelize across
MacninNes




Next challenge: unigue
s




reqguirements




1 should oe time
sortaple without requinng
A [00OKUD




Y sNould pe o4d-pi




3 low operationa
cCoMplexity




sunveved the options




ficket senvers’’
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twitter snowflake’’




applicaton-level |
\oNgo"/

S aa




ney, the 0D Is already
oretty good about
Nncrementing sequences




41 bits of time in millis |
13 bits for shard ID |
10 bits sequence ID |




[ 41 bits of time in millis ]
13 bits for shard ID |
10 bits sequence ID |




| 41 bits of time in millis |
[ 13 bits for shard ID ]
| 10 bits sequence ID |




41 bits of time in millis |
13 bits for shard ID |
[ 10 bits sequence ID ]




CREATE OR REPLACE FUNCTION instab5.next_id(OUT result bigint) AS $$
DECLARE

our_epoch bigint := 1314220021721 ;

seq_id bigint;

now_millis bigint;

shard_id int := 9;
BEGIN

SELECT nextval('instab.table_id_seq') % 1024 INTO seq_id;

SELECT FLOOR(EXTRACT(EPOCH FROM clock_timestamp()) x 1000) INTO
now_millis;

result (now_millis - our_epoch) << 23;

result := result | (shard_id << 10);

result result | (seq_id);
END:
$$ LANGUAGE PLPGSQL :
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pulling shard ID from ID:

shard_id = id ~ ((id »>> 23) << 23)
timestamp = EPOCH + 1d »>> 23
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Oros: guaranteed unigue
N 04-0is, Not much or a

CPU overnead




cons: large 1Ds from the
Jel-go




NuUNAreds or milllons of
S generated with tis
SCNeme, NO 1ISSUES




well wnat apout re-
snarading’




fIrst recourse: pg_reoro




ewrntes taples 1N INoex
oraer




ONly reguires orer I0Cks
for atomic taple renames




’O+GB savings on
SoOMme Of OUr s




PostgreSQL database size - by week

100 G
90 G
80 G
70 G
60 G
50 G
40 G
30 G
20 G
10 G

Size

10 11 12 13 14 15 16 17

cur: Min: Avg: Max:
79. 916G 78. 376G 89. 286G 96.07G
Last update: Wed Apr 18 00:25:14 2012
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especially useful on

—U2




out sometimeas you just
nave 1o resnard




streaming replication 1o
fhe rescue




otw, repmar 1S
AWesomes,




repmgr standby clone <master>
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macn

1NeA:

shardd

photos_by_user

shardil

photos_by_user

shard?

photos_by_user

sharda3

photos_by_user

machineA’ :

shardo
photos_by_user

shardil
photos_by_user

shard?2
photos_by_user

shards3
photos_by_user

Monday, April 23, 12



machineA: machineC:

shard@ —sShardd
photos_by_user ———Pphotoes—by—user
shardil —shardd
photos_by_user ———Pphotoes—by—user
—Sshard2 shard2
——photes—by—user photos_by_user
—shards shard3

—phetos—by—user photos_by_user
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“(SBouncer apstracts
Moving DBS from the

200 10QIC




can do this as long as
VOU nave more logica
shards than pnysica
ONES




Deauty Of schemas Is
that they are pnysically
different fles




No 1O hit when aeleting
NO 'SWISS cheese')




downsioe: reguires ~30
SecoNas Of mantenance
O roll out new scnema

mapping




(could be solved by
Naving concept of reaad-

oNnly Moade Tor some
Bs)




NOL great Tor range-scans
fhat would span across
shards




atest project. 1ollow
Jrapn




v1: simple DB table
(source_|d, target Id,
status)




WNO do | follow?
WNO follows me’’
do | followy X7/

does X follow me'’




)B wWas nusy, sO we
started storng paralle
VErsion In Beais




folow_alll300 item list)




Inconsistency




extra 10gIC




SO MuUch extra 10gIC




EX0OSING YOUr SUppOrt
fcam 1o the 10ea of
cache invalldation




reset redis cache
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redesign ook a page
rom twitters ook




(5 can handle tens of

fhousanads of requests,

very lgnt memcachneo
cacning




NeXt SIePS




solating senvices 1o
miNIMize 0pen CoNNS




Nvestigate pnysical
nardware / etc to reduce
need 1o re-snard




Wrap up




VOU dont need to give
Up PGS durabliity &
features to snaro




contnue to let the DB Ao

whnat the

)

S S great at




‘don't snard until you
nave to’




out don't over-estimate
Now hard it will be, erther)




scaled wWithin constraints
OT the clouo




(5 SUCCEess story




we're really excited
about 9.2




thanks! any gs'/




